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Probabilistic Methods for Physics-Based Applications
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System Behavior Prediction

Uncertainty propagation based on
fast probability integration and other

fast methods
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Physics-Based Models:
* Finite element

* Comp. fluid dynamics
« Damage mechanics

* Other physics-based models
» System modeling using fault
tree

Probabilistic Methods:

* First-Order reliability (FORM)
» Second-Order (SORM)

* Adv. Mean Value

» Adaptive response surface

+ Latin Hypercube sampling

* Adaptive importance sampling
* Markov Chain Monte Carlo

» Stochastic optimization

* Possibilistic-probabilistic anal.
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Risk/Uncertainty
Management

* Bayesian update

* Ranking/Prioritization

* Trade offs

* Planning (maintenance,
test, etc.)




Probabilistic Function Evaluation System

m State of the art
probabilistic
analysis engine

= Fast methods do
not require MCS

= Stochastic
Optimization

= Possibilistic
analysis

m Simple linking to
3rd party
applications
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Optimization Under Uncertainty Using ProFES
Sponsor: NASA

Transport Aircraft Wing

Normalized Weight

Wing FE Model

B Original 0.987
0.975

1 10 100
Normalized Safety (1/Risk)




-
Probabilistic Model-Based Sensor Fusion

m Problem Description

" Low-observability targets require improved detection-discrimination
capability using multiple sensors and/or multi-looks and require data
fusion algorithms

= Sensor and ATR performances affected by uncertainties in weather,
geological, terrain and other clutter and environmental conditions

—Uncertainty (randomness) cannot be treated as variability (deterministic
unknown)

s Why Consider Uncertainties

" Provides quantitative confidence of hypothesis matching, not just
which is best match, to assist in go/no go decisions

= Support systematic sensor and data/information management under
uncertainties
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Model-Based Approach Example

m Example is target recognition using
Synthetic Aperture Radar (based on
paper by Subotic, Gorman, and Welby,
2001 & DARPA MSTAR program)

m Use CAD geometry model and physics-
based radar signature model model to
generate and extract features

m Use hypothesis-and-test approach to
find the best-matched target type/state
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Probabilistic Model-Based Sensor Fusion

R&D Challenges

= Multiple sensors/looks

—SAR, Laser, Thermal, MSI, Acoustic ...

®" More physics models
—XPATCH, NVTHERM, IIMRC, ...Others
= Sensor signal noise and bias
= Sensor reliability
= Context characterization
—Uncertainty (random)
—Variability (realization)
® Fusion algorithms
—At data, feature, or decision levels
—Data requirement issues
—Dependency issues

—Produce and validate confidence levels

= Computational efficiency

—Stochastic optimization is
computationally intensive

4 P W
|

)

Target
Hypotheses

A 4

Physical Models

\4

Sensors Models

A 4

Simulated Signals

A 4

Models Features

A 4

Approx. Models

») ») d
l l <

A 4

Fusion Algorithms (Bayesian, D-S, Fisher)
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Max. Prob. [Target
Type/State]

Uncertainty &
Variability
Variables

Efficient 3D modeling

Physics based models
Signal noise
Modeling error

Response surface
Multiple-Adaptive-
Regression-Splines
Neural network

Probabilistic analysis

Stochastic
Optimization
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Multi-Sensor Fusion at Decision Level

By Physics Model

m " P(D0) " Joint Probability for n sensors
=P(O,|D,ND,..D,) Max.-
BEEE— r?©.10) | PO)PD0)..PD,10) || P©O;j=1.m)
o To identify
. ZP(OI)P(DI |10)....P(D, | 0,)] Object
BE=— roi0) —

D, | O, = Declaration by sensor k for object type j

m Bayesian fusion disadvantages:
= Difficult to define prior likelihoods
= Competing hypotheses must be mutually exclusive
= Cannot handle more general uncertainty (e.g., conflicting evidence)
m Dempster-Shafer evidence theory removes the above 2nd and 3rd limitations
m An approach without prior likelihood is being investigated at ARA
— Treat dependency between features or sensor of same or different types
— Use efficient computational probabilistic and stochastic optimization schemes

Y Y
u an aE

<+ ARA




—1
A Probabilistic Multi-Feature Match Algorithm

Predicted Measure

Sensor 1, d / \
FeatL.Jre 1 Use test statistic

: 1. Define a test of hypothesis.
{ \ Sensor 1,
Feature m
Max.: Pj

A 4

A 4

feature from each sensor
Feature 1 4. Generate a new set of independent P;, of observing 5 2)

Sens:or n statistics the data or more

Feature g

extreme values
assuming Ho is
true

N
C 2. Define a test statistic, ¢, for each —22 log(P)
i=1
3. Assume Type | error, compute to compute ¢
{ \ Sensor 1, / \ Type Il errors from model "| the probability, Min. : P,

5. For each new t; compute the
probability, P;, of |t| >= |t]|

m Features:
" Does not require prior likelihood
" Different features treated as additional sensors




m Model-based method for
target recognition is directly
applicable to Prognosis,
where the objective is to
predict damage state and
remaining life
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Prognosis Applications
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