DARPA-BAA-13-31
PPAML
Frequently Asked Questions

As of April 29, 2013
Q61: We are looking for the DARPA labor category that we can to use to create the labor costing relevant to PPAML program.
A61: DARPA does not have labor categories. It is up to the proposer to create their own labor categories based on their accounting system.
Q60: In case I submit a proposal that is accepted and I move to another institution, will I be able to take the funding with me?
A60: Typically, proposals are submitted by and awards are made to the institution, not the individual. If the PI left, the agreement holder must find an equivalent replacement or, if an acceptable replacement is not available, then the institution could relinquish the agreement and it would be terminated by the Government.
As of April 19, 2013
Q59: This is a question about TA1 organizational separation from the other TAs. The BAA is clear that the winners of TA1 may not participate in any of the other TAs. At the same time, there is the expectation that TA1 will pull in SMEs with specific domain expertise to support the challenge problems. Do the COI rules also apply to the challenge problem SMEs if they are providing problem advice only and not involved in the team evaluations? This seems particularly relevant for drawing a couple of challenge problems from large defense contractors who have many separate arms.
A59: The COI rules do not apply to individuals whose sole role for TA1 is to serve as a SME and are not involved in TA1’s evaluations of the TA2-4 approaches.
Q58: In Section IV-B of the BAA, it says that the management portion can be up to 10 pages long, but on the submission checklist (BAA page 46) the management section is limited to 5 pages. Which is the page limit for this section?
A58: The management portion should be no more than 10 pages. See the amended BAA, posted to the FedBizOpps and Grants.gov websites on April 16, 2013, which corrects the page limit on BAA page 46 to 10 pages.
Q57: TA3 appears to offer a vehicle for ML experts whose modeling and inference work is clearly directly supportive of probabilistic programming to participate, so that they can advise probabilistic programming system developers and solve core ML challenges that are exposed by the work in TA1, TA2 and TA4. Analogously, are small groups of PL experts whose work is clearly directly supportive of probabilistic programming providing a consulting role for TA2/TA4 performers, rather than developing their own front-end appropriate for PPAML? If so, what TA should they propose under?
A57: See amended BAA. Also in scope for TA3 is basic research in programming languages that advances the field of probabilistic programing. Proposals must explain how the work advances the state of the art in programming languages and supports probabilistic programming systems.
Q56: Should proposers price their proposals as one base program (covering all 3 phases), or does DARPA want Phase 1 to be priced as the base program and Phases 2 and 3 to be priced as Options?
A56: The cost proposal should cover one base program covering all three phases.
Q55: If a cooperative agreement is requested, will cost share be required for that mechanism, or will cost share still be considered voluntary?
A55: Cost sharing is not required for cooperative agreement proposals.
Q54: Does DARPA anticipate awarding any grants under DARPA-BAA-13-31? If so, will a grant be considered an Other Transaction Agreement, which will need to be submitted via the DARPA/I20 Solicitation Submission System?
A54: DARPA does not anticipate awarding grants for this effort. DARPA will consider proposals for cooperative agreements, which are similar to grants, but differ in that substantial involvement between the government agency and the recipient will occur. Proposals for cooperative agreements should be submitted via Grants.gov or mailed directly to DARPA.
Q53: Can you provide some additional information on fostering collaboration? We expect to provide a congenial thought-provoking environment for encouraging PPS development, and we expect to be in close contact with program participants during each phase of the program. However, we were curious if you had other specific considerations (such as the wiki development) that were not listed in the BAA.
A53: We will consider any type of environment that will enhance collaboration between the program participants. Wiki development is one type of environment for fostering collaboration.
Q52: We are planning on a TA1 proposal. Evaluation of PPS is part of TA1 responsibilities. It is clarified in the BAA that teams are responsible for providing complete solutions for their Team Challenge Problems. Is this also true for the TA1 provided Challenge Problems? Are the teams responsible for providing a black box solution that runs on the provided dataset/simulator, or is the TA1 proposer responsible for some level of implementation using the PPS?
A52: Teams are responsible for providing black-box solutions to all Challenge Problems. The TA1 performer is responsible for evaluating the solutions but not for creating them.
Q51: Does this opportunity require the use of a salary cap for budgeting?
A51: No.
Q50: The eligibility language in the BAA states that while proposers may submit only one proposal per technical area, “Separate research groups inside a large business represent separate entities and, thus, each such research group is allowed to submit a proposal as a prime towards Technical Areas 1-4.” Would different colleges and departments of a university be able to make independent proposal submissions to the different technical areas? Would you accept more than one application from a single university for a single technical area, even if the investigators were in the same department, because separate investigators working in separate labs would constitute separate entities? Is a university or a department limited to one proposal per technical area?
A50: Separate research groups at universities represent separate entities and, thus, each research group is allowed to submit their own individual proposal towards Technical Areas 1-4.
Q49: Why was Bayesian Chosen as the focus area within ML?
A49: It represents a large subset of the machine learning community and it has well-defined semantics that supports long term reasoning.
Q48: Can the performers residing outside of US work remotely and travel only when necessary to support summer camps and other relevant meetings with the government representatives?
A48: Yes.
Q47: Can the PPAML - DARPA-BAA-13-31 be modified to allow for a single proposal to include TA2, TA3 and TA4?
A47: The BAA will not be modified for this. However, a proposer could submit a TA2/4 proposal and a separate TA3 proposal and describe in the proposals how the approaches fit together. TA3 approaches are meant to be generally supportive to the entire program.
Q46: Can the bidder choose to offer program structure that is more amenable to the cohesive architecture not approached in a fragmented way?
A46: Proposers should submit proposals that follow the structure outlined in the BAA.
Q45: Can the bidders choose and propose challenge problem relevant to government?
A45: When writing TA2/4 proposal, proposers can describe a team challenge problem that is relevant to the Government.
Q44: Given a probabilistic program as input, algorithms such as support vector machines can provide better results than probabilistic solvers for certain classes of problems. Is research on advancing SVM’s as solvers for probabilistic programs in scope (for TA3)?
A44: It can be in scope if it can fit into the probabilistic programming framework.
Q43: Why do you think neural networks do not have a good chance to be selected if we assume that human inferences use neural networks that are consistent with Bayesian-type of inference but might be better than probability alone?
A43: Neural networks are not precluded, but the goal is to have uniform semantics for all of the systems and having a shared probabilistic basis is a way of putting everything together in a unified framework. If a machine learning approach does not have probabilistic semantics, then justification should be provided for how it can fit in with the rest of the system that is based on probability.
Q42: The BAA says that summer school attendees will develop applications in their domain of interest. Do you have in mind “bring your own data”? Since proper data preparation is critical to machine learning success, such preparation work could consume the whole school.
A42: This will be worked out as the summer schools evolve and as the TA1 performer gets involved in the detailed planning. We envision to an extent some performers bringing their own data.
Q41: We are a company building proprietary commercial software that aims to solve a large amount of the problems that PPAML is trying to solve. We can potentially open source part of our system but what are some possible ways that we can meet the licensing requirement of the program while still keeping our IP? For example, could we open-source our modeling interface, while keeping the underlying system proprietary?
A41: The goal of the program is to be as open source as possible. The BAA requires that if proposing something not open source that a justification be provided for why the Government should invest in the non-open source technology.
Q40: The BAA schedule shows 4 code drops (2 for Phase 1, 1 each for Phases 2 and 3). There are 7 PI meetings. The BAA states that the TA2 performer will need to demo the PPS on the team challenge problem at each PI meeting. Does this imply a code drop before each PI meeting?
A40: Yes.
Q39: How many TA3 awards are anticipated?
A39: Depends on the quality of proposals and funding required to achieve proposed work.
Q38: Is GNU Public License code an issue for this program?
A38: No.
Q37: The BAA states, “each system developed under PPAML will be evaluated on how well it performs on all challenge problems. However, some solvers may be optimized for specific types of problems.” Will every system component be evaluated on how well it performs on all challenge problems?
A37: Yes. There will be 10 challenge problems at the end of the program. Every probabilistic programming system that is developed will be evaluated on all 10 challenge problems.
Q36: Do you envision PPAML to be able to jointly design the model and inference as a special case?
A36: Potentially if there is an infrastructure that allows it. The downside is requiring experts to co-tune the model and the back-end system. To the extent possible, we would like to separate the back-end.
Q35: Regarding a front-end language, had DARPA considered the BUGS language for Bayesian inference? It appears to be a relatively mature and general purpose language, though with some limitations. It even has a GUI (or doodle) for users to express probabilistic relationships.
A35: Yes, DARPA has looked at a number of probabilistic languages and none solve the challenge of the PPAML problem today.
Q34: Some challenging machine learning problems are intrinsically interactive (i.e. the next input is unknown until the current action generated by the performer is executed), how does the PPAML program provide this type of interactive evaluation instead of using static sets of input data?
A34: This is something that the TA1 and TA2 performers will need to work out as the case arises.
Q33: Do you expect the summer schools to train people on specialized hardware? If so, is TA4 responsible for providing hardware support for the summer school?
A33: If a particular system only works on specialized hardware, then the hardware needs to be made available to the summer school students in some way. Every probabilistic programming system developed in the program has to be evaluated in the summer school.
Q32: Is the TA4 performer responsible for making the hardware available to TA1?
A32: Yes.
Q31: If a TA4 performer is working with some unusual or specialized hardware, how can the TA1 team evaluate performance on this?
A31: If hardware is unique or too expensive to replicate for the TA1 team, the TA4 team would need to make available the resources for the TA1 team to validate the performance at the TA4 team’s location (either remotely or on-site).
Q30: Can TA3 proposals include some focus on application areas to motivate the relevance of R&D in this area? Could the TA2/3/4 performers “suggest” challenge problems for the TA1 performer in the proposal or after selection?
A30: Yes TA3 proposals can use examples to describe research, but goal is generality not a solution to one particular tool or technique. Yes, after TA1 selects the beginning 3 challenge problems there are 7 additional challenge problems that will be selected based on input from TA2/3/4 performers.
Q29: What is the difference between inference engine and inference algorithm? In TA4, the BAA states the backend takes a model, data, and queries, and produces “as an output an efficient implementation with predictable performance.” An implementation of what? Where does an inference algorithm fit in this input-output description?
A29: The compiler takes as input the model and the query. It takes the data and uses it in an inference engine or algorithm to figure out the most likely distribution over the input program. The selected model is then used to answer the query listed in the program. The inference engine is, given the program and the data, figuring out the distribution that gives the most likely explanation for the data.
Q28: Please clarify the roles of TA1 vs. TA2 in terms of developing solutions for the program challenge problems.
A28: TA1 is responsible for defining the challenge problems and giving the descriptions to the TA2 performers. TA2 teams are responsible for producing working solutions to the challenge problems and giving that to the TA1 performer to measure quality of produced solution and required resources.
Q27: How do you envision TA1 and TA2/4 collaborating to ensure the success of the summer schools?
A27: TA1 is responsible for recruiting students, setting up infrastructure, collaborating with TA2/4 to identify resources. TA2/4 performers are expected to train the students how to use the systems and work with them to build them. The teams are expected to communicate to ensure summer schools are successful.
Q26: What level of effort do you expect TA2 teams to budget for curriculum development and support of the summer schools?
A26: We expect summer schools to last 2-4 weeks and believe the beginning summer schools to be shorter while later ones are longer. A TA2 proposer should budget for the level of effort necessary to staff the summer school and train the students. TA2 proposers should plan to have at least one representative present for the duration of the summer school.
Q25: Are TA3 performers expected to develop new algorithms for each challenge problem, as required based on deficiencies identified in each PPS solution, or arbitrarily?
A25: TA3 performers are focused on advancing the state of the art – creating new solvers and new representations and developing new theories. They are not strictly evaluated on the specific challenge problems selected from the program. They will be evaluated on the extent to which they advance the state of the art and their usefulness to TA2 and TA4 performers.
Q24: There are graphical tools for designing probabilistic reasoning systems. Why are these inadequate? Could something like these serve as an interface to a PPL?
A24: They are inadequate because they have limited expressiveness and the goal is to have more expressive modeling languages in the full probabilistic programming language. A more restrictive language could be part of a richer infrastructure.
Q23: Is it appropriate to develop new solution algorithms under TA4 if they are integrated into the backend (for example, the backend optimizes and parallelizes them) or do all new algorithms need to be under TA3?
A23: Yes, this kind of research can be included with a TA4 approach.
Q22: Must all TA2 systems be PPLs narrowly construed? Or will you consider other new PLs or tools that help the domain experts synthesize complex ML systems?
A22: Any approaches that allow the end-user to more quickly write useful machine learning applications are in scope, but the resulting language should be a programming language that allows interface with programs that are written in that programming language.
Q21: How do you submit for ML (TA3) if you do not know TA1?
A21: The proposal can be written based on classic machine learning problems and then address how the techniques would be generalized to other kinds of problem areas.
Q20: Could you suggest possible areas of challenge problems? Would they combine structured (schema) and unstructured data (video and text)?
A20: Areas such as ISR, natural language processing, predictive analytics, cyber, scientific domains are in scope for challenge problems. A combination of different modalities of data is in scope of the program.
Q19: What qualifies as large data sets?
A19: There is no all-encompassing definition for a large data set. The program is interested in a range of different data sizes.
Q18: Are formal methods (from the verification community) in the program’s scope?
A18: This is not the primary focus of this program.
Q17: How is this work (or is it) going to address issues regarding database speed / database integration?
A17: The program is not focused on database integration or data cleaning. To the extent that it is necessary to solve this problem for the applications/challenge problems the program is looking at, it is in scope.
Q16: Are we talking about new programming languages or modifications to existing languages (Java, .NET, etc.)?
A16: Either is in scope.
Q15: For a combined TA2 & TA4 proposal, must the full team be specified at proposal time or is it permissible to have placeholders to add co-PI’s and research scientists with appropriate expertise?
A15: Placeholders are allowed, but having this information for the proposal will lead to a stronger proposal.
Q14: Does DARPA PPAML intend to provide infrastructure as GFE or should it be included as a cost in a proposal?
A14: Equipment should be included as cost in the proposal (it is not planned to be provided as GFE).
Q13: Are you considering discriminative probabilistic models such as conditional random fields?
A13: We are considering different kinds of techniques that can fit within the probabilistic programming framework where the semantics of the models can all fit together. A probability basis is preferred, but if there is another technique that can achieve this, the proposer should make the case of how the technique fits in with the semantics of the overall probabilistic system.
Q12: How is the budgeted funding divided amongst the technical areas?
A12: The budgeted funding will be divided amongst the technical areas based on the mix of proposals that are selected for funding out of the proposals that are received.
Q11: Is there a maximum amount of funding that will be given to a certain vendor/contractor?
A11: The amount of funding depends on the mix of performers that are selected. At a minimum, DARPA anticipates selecting one TA1 performer, and 2 probabilistic programming system teams (two TA2/4 pairs).
Q10: What is the expected size (budget) of the PPAML program?
A10: Approximately $40M is the estimated budget for PPAML.
Q9: Do you expect that every proposal in TA2, TA3, TA4 to have an industrial partner as a necessary condition?
A9: No.
Q8: Could a university-affiliated research lab be selected for TA1, while faculty members from the university are selected for TA2-4?
A8: For unique cases such as these, the proposal should describe why the efforts should be considered independent.
Q7: What is the funding type (6.1, 6.2, etc.)?
A7: The funding type is 6.2, but 6.1 funding will be made available in those cases where the contracting officer determines it is in the Government’s best interest to not use 6.2 funding.
Q6: What level of pre-publication review will be required for academics (on campus) who are sub-contractors to a commercial company?
A6: This is a fundamental research program and DARPA anticipates there will be no requirement for pre-publication review for universities performing as primes or subcontractors. As stated in Section VI.B.5., the research shall not be considered fundamental in those rare and exceptional circumstances where the applied research effort presents a high likelihood of disclosing performance characteristics of military systems or manufacturing technologies that are unique and critical to defense. In those instances, publication restrictions will be documented in the award instrument.
Q5: We are a newly established company. What track record are you looking for in successful entries?
A5: Looking for a team that is well-qualified to carry out the proposed research.
Q4: Where will the Proposers’ Day slides, video recording, and attendee list be made available?
[bookmark: _GoBack]A4: When available, the materials will be provided at: http://www.darpa.mil/program/probabilistic-programming-for-advancing-machine-Learning
Q3: Are physics-type applications that require techniques like continuous time and stochastic differential equations of interest?
A3: Yes.
Q2: There is a role for concurrency in implementation (cloud, GPUs, multicore); what about at the programming level?
A2: This is a research question for TA2 (what level of concurrency needs to be exposed to the end user). The goal is to make the applications as easy to use and write as possible.
Q1: Is proposing TA2 + TA4 (both) considered advantageous? Or does that sort of teaming require stronger justification?
A1: No particular stronger justification to propose TA2 & TA4 together. When it comes time to select proposals, looking at producing portfolio of performers that have strong TA2/TA4 teams – standalone TA2 proposals will need to be paired with appropriate standalone TA4 proposals, which will make selection of those more difficult than TA2 & TA4 approaches that are already paired together. If there is not a standalone TA2 approach that matches with a standalone TA4 approach (or vice versa), then it will be difficult to justify funding that approach.
