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Fractionated Satellites: Changing the Future 
of Risk and Opportunity for Space Systems
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Agency,	System	F6	Program

Arlington,	Virginia

Dr.	Owen	C.	Brown
Program Manager, Tactical Technology Office 
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“[I]t	is	important	to	recognize	that	space	missions	are	a	‘one	
strike	and	you	are	out’	activity.		Thousands	of	functions	can	be	
correctly	performed	and	one	mistake	can	be	mission	catastroph-
ic.”1

~ Thomas Young, Chairman of the Mars Program 
Independent Assessment Team		

“One strike and you’re out.”  This phrase describes the 
unforgiving nature of space systems, be they mili-

tary, civil, or commercial.  Indeed, the failure of a small com-
ponent or an error in a single line of software code can doom 
a launch, or cause the quick and complete failure of a space-
craft.  In addition, the growing capabilities of other space-faring 
nations make it apparent that a lethal “strike” could be literal, 
and not just a sports metaphor.  Because of the large size and 
significant capability of today’s spacecraft, the impact of an or-
ganic failure, or a hostile act, could be devastating.  In the words 
of former National Aeronautics and Space Administration lead 
flight director Eugene “Gene” F. Kranz: “Failure is not an op-
tion.”  Indeed, with today’s large monolithic space systems, we 
do not have an option	to	fail, or for that matter to perform below 
expectations.  However, the frustrating (and often overlooked) 
fact is that these same space systems are designed with few op-
tions	to	exceed	original	expectations	either.  A prime example 
is the ability to take advantage of Moore’s Law by frequently 
upgrading computing-related capability on-orbit.2

Space systems today are large and capable, but also fraught 
with high risks and limited opportunities due to an inherent lack 
of robustness	and flexibility.  In this article, we examine how and 
why our space systems have evolved to this condition.  We then 
describe a new spacecraft architecture which significantly chal-
lenges the conventional approach to space system design, reduc-
ing	risk, and increasing	opportunity	throughout a space system’s 
life-cycle.  By implementing a fully networked distribution of 
space system payloads and infrastructure, this new architecture, 
an approach called “fractionation,” can maintain, and perhaps 
even surpass, the capability we have grown to expect and rely 
on in our space systems.  A new Defense Advanced Research 
Projects Agency (DARPA) program called System F6 strives to 
prove that this radical method of space system design can work.3  
If it succeeds, System F6 will enable the pervasive growth of an 
architectural paradigm which will produce robust, flexible, and 
highly capable space systems for decades to come.  

The Trend Toward Large Spacecraft
“One	of	the	things	that	has	happened	over	this	past	half	cen-

tury is that the engineering and the programmatic refinements 
that	have	gone	on	have	led	us	to	the	point	where	we	have	very	
sophisticated	 but	 very	 complicated	 satellites,	 very	 expensive	
satellites.	 	We	have	 invested	 in	 longer	 life	on	orbit	with	more	
multimission	capabilities	on	a	single	platform	because	the	cost	
and	risk	associated	with	the	launch	has	tilted	us	in	the	direction	
of	more	capabilities	on	individual	platforms.”4

~ Lt Gen Michael A. Hamel, USAF, former commander 
of the Space and Missile Systems Center

The world recently celebrated the fiftieth anniversaries of the 
launch of its first and second artificial satellites—the USSR’s 
Sputnik and the US’s Explorer 1.  These were small, short-lived 
spacecraft weighing 184 lbs (84 kg) and 31 lbs (14 kg) respec-
tively.5  The beep of Sputnik lasted a mere three weeks, while 
Explorer 1’s science package relayed data for 105 days.  The 
Juno I rocket that lifted Explorer 1 had little, if any, excess lift 
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capacity, and stood a mere 21.2 m tall.  
Advances in liquid propulsion, structures, and avionics quick-

ly led to much larger launch vehicles.  Today, the work-horse of 
national military missions, the evolved expendable launch ve-
hicle, has a lift capacity in the several thousands of kilograms 
range, as do the widely-used commercial vehicles Ariane V, 
Sea Launch, and Proton.  The large lift capacities of modern 
launch vehicles are necessary to accommodate modern space-
craft, which continue to grow in both size and power.  Figure 1 
shows the trend in launch mass of commercial geosynchronous 
communications spacecraft over the last five decades.  Figure 2 
shows a similar trend in power producing capabilities for these 
satellites.6  Finally, figure 3 shows the trend in increased life-
times for communications satellites.  National security space-
craft can be inferred to have similar trends in size, mass, and 
lifetimes, since the heritage of many commercial and military 
buses are common.7  Why this trend?  We know that technologi-
cal advances in space power, structures, thermal management, 
and other areas enabled (but did not cause) the growth in size 
and capability of spacecraft.  For example, in figure 1 note how 
the transition from spin stabilized to three-axis stabilized space-
craft enabled the continued growth in spacecraft mass, arguably 
due to the efficiencies gained from new concepts such as the 
introduction of panel-mounted solar arrays.  

Technological advance has been the push for developing 
large spacecraft, but what has been the pull?  For commercial 
systems, the primary driver is return on investment.  If you 
combine the data from figures 1 and 2, you will discover that 
for a given increase in spacecraft mass,8 power increases by a 
greater fraction (to the power of 1.38).  Recognizing that space 
system cost (including spacecraft and launch cost) increases 
in proportion to spacecraft mass,  there is more “bang for the 
buck” as mass is increased—with power being the “bang,” and 
mass being the “buck.”  Using terminology familiar to space-
craft communications service providers, cost per transponder 
on a spacecraft decreases with larger spacecraft.  In order to 
maximize profit, it only makes sense to build the largest space-
craft possible with existing technology and launch capability.  
Likewise, for satellites with a given number of transponders, the 
amortized cost of the spacecraft on a per day basis is reduced as 
lifetime is increased.  This is the incentive to design the already 
large spacecraft for the longest feasible lifetime.9

These cost trends hold for national security space systems as 
well, mostly regardless of mission type.  Instead of maximizing 
profit, the trend has been to attempt to minimize the cost for a 
given set of requirements.  This approach drives us to maxi-
mize the number of capabilities (and hence requirements) per 
spacecraft.  Large multi-payload spacecraft are the result.  With 
requirements established, the systems engineering exercise then 
is to minimize cost by minimizing size, weight (total spacecraft 
mass), and power (SWaP) for the design.  At the same time, the 
propellant load is maximized (given launch vehicle constraints) 
in order to minimize the annual cost of the spacecraft, since it 
can be amortized over a longer lifetime.  

In summary, advancing technology has enabled increases in 
spacecraft size, power, and lifetime, but these larger, more pow-
erful, and longer living stand-alone spacecraft are the result of 
users seeking to maximize capability per satellite and minimiz-
ing the cost per unit of capability.  In a static cost-constrained 
environment, this is a rational economic choice.  But we live in 
an increasingly dynamic world.  In this dynamic environment, 
uncertainty	rules, and the conventional design paradigm of large 
spacecraft becomes questionable.

Risk and Opportunity in Today’s Large Spacecraft
“Risk is defined as a future event or situation with a realistic 

(non-zero	nor	100	percent)	likelihood/probability	of	occurring	
and	an	unfavorable	 consequence/impact	 to	 the	 successful	ac-
complishment of well-defined goals if it occurs … Opportunity 
represents	the	potential	for	improving	value	in	achieving	a	goal;	
risk	represents	the	potential	for	decreasing	the	same	value.”

~ FAA Systems Engineering Manual

Today’s very large commercial and military spacecraft are 
technological marvels.  In the planning phase of procurement, 
the current design paradigm of large, multi-mission, long dura-
tion systems makes a great deal of sense in a resource-limited 
environment.  However, while large spacecraft provide incred-
ible capability, they are also unable to respond rapidly to uncer-
tainty throughout the life-cycle of a program.10  Table 1 displays 
some of the more notorious uncertain events that can (and have 
been observed to) occur during a space system’s lifetime.11  The 
manifestation of uncertainty comes in the form of risk and op-
portunity, with risk being an unfavorable outcome, and oppor-

										Figure	1.	Beginning	of	Life	(BOL)	Mass.																		Figure	2.	BOL	Power.		 																						Figure	3.	Spacecraft		Design	Life.
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tunity being favorable.  The examples from table 1 discriminate 
between these two outcomes which are found on the opposing 
“tails of the curve.”   

How are today’s space systems designed and managed with 
risk and opportunity in mind?  Let us take a look.  The con-
ventional approach to dealing with risk centers around the dual 
tasks of reducing the probability of occurrence of a failure and 
containing the failure’s impact on the system.  We accomplish 
this through two means: initial design for reliability and the mis-
sion assurance process.  Enhancements in reliability are effect-
ed through redundancy and margins: we typically add double 
and even triple redundancy to our systems.  Mission assurance, 
which includes quality assurance and risk management, focus-
es on making sure nothing has “slipped through the cracks.”  
Through design and practice, we attempt to “burn-down” risk so 
as to maximize mission success.  We, however, offer the follow-
ing observations with respect to current stand-alone (hereafter 
referred to as “monolithic”) spacecraft design:

1. Increased spacecraft size and capability result in increased 
complexity.  This complexity introduces fragility into the 
system.  The manifestations of fragility show up both as 
programmatically and systematically.
a. More programmatic complexity increases the probabil-

ity that some event or small combination of events will 
result in a major slip in schedule or cause cost growth 
in the program in excess of its budget.  One simple ex-
ample is a multi-payload spacecraft in which a single 
instrument becomes a critical path item and causes a 
significant delay to the entire program.

b. More design complexity results in more “unknown-un-
knowns.”  That is, more possible failure modes are not 
accounted for and can not be accommodated through 
design and/or management.  In the past decade, how 
many catastrophic failures were caused by issues not	
previously tracked in the risk management process?  

Although the data has not been analyzed in detail, the 
authors believe the answer to be a significant number.

2. With today’s monolithic spacecraft, we	place	all	 of	 our	
eggs	in	one	basket.  The cost and capability of these space 
systems are so large that, regardless of the probability of 
a failure, the impact of that failure is enormous.  As the 
Young committee stated, “one mistake can be mission cat-
astrophic.”  Catastrophic indeed—one failure could result 
in the loss of hundreds of millions of dollars and years of 
needed warfighting capability.  

Given these observations, we see that the risk inherent in 
our space systems is very high.  Now appearing on program 
risk charts with more prominence is the ever-increasing threat 
of attack on our space systems.  Just as reliability and quality 
are used to reduce the probability of component failure, surviv-
ability must now be emphasized as part of mission assurance to 
reduce the probability of the occurrence of a variety of possible 
hostile and high-impact events.  Once again we face the “one 
strike and you’re out” scenario.  What we desire to achieve, 
through reliability, survivability, and limited fragility, is robust-
ness—the ability to retain the original capabilities intended in 
the system, even in the face of uncertain, environmentally-driv-
en phenomena.

But what of our opportunities?  Certainly, our space sys-
tems provide great utility when they are successful.  But op-
portunity, the inverse of risk, is really a measure of the likeli-
hood of providing additional value in the face of uncertainty.  
Table 1 highlighted several opportunities, many of them dealing 
with improved technologies which follow Moore’s Law.  Not 
only can we not	keep up with technological advances, today’s 
large spacecraft are already notoriously behind the “technology 
curve” at launch, by which time they usually contain compo-
nents at least a decade old.  By the end of their on-orbit lives, 
they are, relatively speaking, technological dinosaurs. 

Really, what we are talking about here is incorporating flex-
ibility—the ability to change 
or modify a system at any 
time during its life-cycle.  Re-
cent experience has proven 
the flexibility offered by soft-
ware-centric reprogrammable 
systems to be significant.  With 
regard to the ability to change 
or modify hardware, however, 
our large space systems do not 
have much flexibility—and for 
good reason.  Flexibility is not 
an inherent part of a system—it 
must be designed into it.  Add-
ing flexibility comes at some 
cost, while doing little to ensure 
basic requirements are met.  
When focusing on meeting the 
requirements at hand and mini-
mizing the risks, opportunity 
rarely receives a thought—par-Table	1.	Spacecraft	Life-cycle	Uncertain	Events.
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ticularly since it comes at a cost.  In a cost-centric acquisition 
paradigm, the systems engineering exercise will always focus 
on minimizing risk.12

Our conclusion is that today’s space system design paradigm 
yields large and complex systems which possess great risk, but 
limited opportunity.  One thought is that smaller systems could 
prove to be more manageable, less complex, and more able to 
quickly react to uncertain events, while the impact of their loss 
could be less severe.  Unfortunately, while smaller systems may 
provide reduced risk and increased opportunity, they cannot 
match the performance demanded of larger spacecraft.  We can-
not return to the past and build small spacecraft for all of our 
national security needs.  Or can we?

A New Trend: Distributed and Fractionated Systems
“Big	platforms	might	be	built	by	sending	up	components,	184	

pounds	at	a	time,	for	example.		Eventually,	this	way,	a	telescopic	
sky	station	might	be	established.”13

~ Robert Plumb, New	York	Times, October 1957

A mere four days after the launch of Sputnik, the New	York	
Times	article quoted here predicted great things to come in the 
conquest of space, including a look at how larger, more capa-
ble space systems could be built.  Obviously, at the time, it ap-
peared a simple limitation and the only way to get larger, more 
capable systems into orbit was a building block approach which 
physically linked components together in space.  As we have 
described, this became unnecessary as technology enabled larg-
er, more capable, monolithic satellites to be built and launched.  
But, let us revisit the architectural approach offered in 1957.  
First we need to consider how modern technology can make 
this approach more tractable.  Then we can address how it can 
significantly alter the high risks and low opportunities presented 
by large and complex monolithic systems.

Earlier we charted the evolutionary development of multi-
payload spacecraft.  One can easily imagine the distribution 
of these multiple payloads onto smaller individual spacecraft.  
Such approaches have been discussed before, and in many ways 
represent the old way of doing business.  But now let us take this 
idea one step further, a step that at first may sound like some-
thing out of science fiction.  Is it possible to decompose a space-
craft, payload by payload and subsystem by subsystem, into 
physically separate functional elements—individual spacecraft 
modules?  Then can we create a “virtual satellite” by wirelessly 
networking these elements together?  To be more specific, con-
sider that today’s spacecraft are essentially systems of payloads 
and bus support subsystems.  The latter include computers, te-
lemetry tracking, and command (TT&C) transceivers, mission 
data downlinks, navigation sensors (e.g., star trackers, global 
positioning satellite [GPS] receivers), power sources, propul-
sion equipment, and a supporting structure.  The payloads, com-
puters, TT&C, and mission data downlinks are “glued” together 
by data first and structure second.  In today’s world of Wi-Fi 
hotspots, we recognize that data need not be transported over a 
cable, but rather can flow through the ether.  Similarly, it is not 
difficult to imagine a clustered space system composed of wire-

lessly networked modules orbiting just kilometers apart.  Some 
modules could contain specific payloads, while others act as the 
computing nodes, the TT&C nodes, and the mission data down-
link nodes.  This process of physically decomposing a space-
craft into a distributed network of wirelessly connected modules 
is what we call “fractionation.”  

What about further fractionation?  Could one fractionate the 
power subsystem?  Yes!  Imagine a central solar power hub col-
lecting sunlight, converting it to electricity, and then “beaming” 
that power via laser, millimeter radio-wave, or specially tuned 
induction to other elements in the cluster.  How about naviga-
tion sensors?  Since they determine absolute position and in-
ertial attitude, fractionation of these subsystems sounds daunt-
ing.  However, if we think of a module with a GPS receiver 
and several relative navigation sensors (already developed or 
in development) onboard, this module can determine the rela-
tive distances to other modules and their relative attitudes.  In 
essence, this module becomes the navigation element for the 
larger cluster.  Finally, let us consider the fractionation of the 
propulsion subsystem.  Imagine an infrastructure, in which a 
“space tug” accomplishes a rendezvous and docks with a space-
craft module, reorients and/or repositions it, and then moves 
on.  An even newer concept to propulsion fractionation at first 
appears to be a ridiculous notion—the transmission of forces 
and torques between neighboring spacecraft with no physical 
connections.  But, researchers at the Massachusetts Institute 
of Technology have demonstrated “electro-magnetic forma-
tion flight” (EMFF) in the laboratory.14  With EMFF, magnetic 
fields are created around modules using specifically designed 
wire bundles.  By controlling the direction (of the north and 
south poles) and strength of the magnetic field, modules can 
be attracted, repulsed, and even rotated relative to one another.  
Using either the tug or EMFF approach, it may be possible for a 
centralized propulsion module to move an entire cluster “glued” 
together by docking mechanisms or magnetic forces.  

At this stage, it is important to distinguish the concept of 
fractionation from other approaches to distributed spacecraft.  
For example, fractionation is not necessarily a formation fly-
ing system.  Such systems, like those designed for the TechSat 
21 program, consist of a multitude of similar spacecraft flying 
in a very tightly-controlled formation for the purpose of creat-
ing a larger sensing aperture.  Certainly this is an example of 
fractionation, but one we call “homogeneous” since the same 
spacecraft are replicated to produce the formation.  The larger 
superset of fractionation we are describing in detail here can be 
homogeneous (all modules similar), heterogeneous (all modules 
different), or a hybrid mix of the two.  Fractionation can involve 
tightly controlled (relative positions down to the centimeter or 
millimeter) formation flight.  However, for wider applications, 
fractionation also can be a loosely controlled (relative positions 
down to the meter) cluster with varying relative distances on 
the order of tens, hundreds, or thousands of meters.  Such rela-
tive distances are required only to close communications links 
with minimally acceptable latencies.  More recently, novel ar-
chitectural concepts such as the Space-Based Group have been 
proposed in which one module acts as the central mission data 
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downlink hub for a cluster of other spacecraft.15  Again, this is a 
subset of fractionation.  

At a higher level, the fractionation we are describing is a 
more general concept, which allows distribution not only of data 
downlink resources, but also other infrastructure resources such 
as computing, navigation, and power.  With this networked ap-
proach, many degrees of freedom are now created in the design 
process allowing the distribution and diversification of payloads 
and infrastructure (i.e., communications to the ground, process-
ing, etc.) in a way that allows a stakeholder to trade cost, risk, 
and performance.  Note that this means how to fractionate is 
now a choice.  For instance, now one can choose to launch all 
modules in a cluster at once, on separate smaller vehicles, or 
a combination thereof.  All of one resource (e.g., mission data 
processing) can reside on one module, be spread evenly across 
all modules, or something in between.  Some modules, such as 
those that provide computing resources, may be very small—in 
the picosat or nanosat realm.  Alternatively, some modules host-
ing payloads may still require large structures (e.g., telescopes).  
In this case, the choice may be made to launch what looks like 
a conventional monolith, but with a wireless networking capa-
bility that allows infrastructural upgrades after launch.  Final-
ly, over time, a “bus in the sky” of infrastructure can develop, 
which results in a space architecture that alleviates a great deal 
of burden to the service provider and stakeholder: an in-orbit 
“plug and play architecture” could evolve, with the minor ex-
ception that there are no plugs!

Assuming fractionation is possible, why would one want to 
build a fractionated spacecraft?  At first glance, it appears to 
be a more costly endeavor resulting from the overhead brought 
about by the decomposition process.  For example, assuming 
the propulsion subsystem is not fractionated out, each module 
must carry some propulsion and structure.  This implies a larger 
aggregate mass, and correspondingly more cost.  The answer is 
two-fold.  First, recognize that a cursory analysis misses many 
possible offsets to cost which this new architecture may provide.  
Second, for an equitable comparison between the monolith and 
a fractionated system, we must deviate from our standard static 
cost analysis and consider the impact of uncertainty on each ap-
proach.  When considering the changes in risk and opportunity 
offered by a fractionated architecture, as well as possible en-
hancements in capabilities, the new design approach warrants 
serious attention.

Cost, Risk, and Opportunity with Fractionated Space 
Systems

“So the central lesson from decision-making … is the following: 
it	is	the	exposure	(or	payoff)	that	creates	the	complexity—and	
the opportunities and dangers—not so much the knowledge … 
In some situations, you can be extremely wrong and be fine, in 
others	you	can	be	slightly	wrong	and	explode.”16	 	

~ Nassim Nicholas Taleb

Let us first examine the cost proposition for a fractionated 
space system.  From a SWaP-only argument, it may appear that 
fractionation is unwarranted.  But consider the following:

1. The modular architecture offered by fractionation benefits 
from production learning effects afforded by an “assem-
bly-line” approach to building modules.  Some resource 
modules could be similar across a number of missions and 
be common to a variety of clusters.  The effect would be 
to drive module costs down.

2. The decomposition of mission and payload into sepa-
rate modules significantly reduces systems engineering 
costs.  This effect is due to the decoupling of require-
ments throughout the system.  By physically separating 
functional elements, the transmission of thermal and 
mechanical phenomena is eliminated while electromag-
netic interactions are severely reduced.  For example, the 
precision pointing requirements for a given payload flow 
only to its host module.  All other modules in the system 
maintain only the pointing requirements demanded by the 
resources they host.  

3. The modular nature of a fractionated system leads to a 
supplier infrastructure which develops modules based on 
their expertise.  Also, modules are built with lifetimes and 
reliabilities tailored to and suited for their tasks.  Both of 
these attributes, influenced by something akin to the eco-
nomic law of comparative advantage,17 lead to cost reduc-
tions throughout the system.

The cost impacts above are ones that are rather predictive—
based on well-controlled, known, and therefore well-estimated 
processes and tasks.  But what of the impacts on cost due to un-
certain and unpredictable events?  That is, how does a fraction-
ated approach compare to a monolithic one in risk?  The effect 
fractionation has on risk is one of the key motivations behind 
considering it.  Through diversification of assets, fractionation 
naturally offers inherent robustness and hence the potential to 
significantly reduce risk throughout a space system’s life-cycle.  
Also, the fractionation process significantly increases flexibility, 
mainly because smaller modules can address time-critical needs 
in the system.  Through flexibility, more opportunity is enabled.  
The overall impact of this increase in robustness and flexibil-
ity—or alternatively, a decrease in risk and increase in oppor-
tunity—is to significantly reduce both the known and unknown 
costs while increasing the predictable value of a space system.

To be more specific with regards to these points, let us re-ex-
amine our three initial observations of the causes of high risk in 
monolithic spacecraft in order to determine how a fractionated 
architecture can alter its risk profile.

1. Decomposition of a space system into smaller modules 
implies that the development delay of a given component 
on one module does not impact the entire system sched-
ule.  Every other module continues on its schedule and is 
launched independently to incrementally add capability to 
the system.  

2. With a fractionated space system, all eggs need not be 
placed in one basket.  For instance, a decision can be made 
to distribute the launch of a system across several launch 
vehicles.  If one launch fails, the entire system is not lost.  
In aggregate, we have shown that the maximum number 
of launches required to reach 3σ or 6σ mission assurance 
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confidence can be significantly reduced.18  Another impact 
of a fractionated architecture is that on-orbit component 
failures need not be catastrophic.  With a clustered sys-
tem of networked modules, the failure of any one smaller 
module can be corrected by building and rapidly launch-
ing a replacement module.  With a monolith, the only 
solution is to wait for another monolith to be built and 
launched—a more costly and time-consuming endeavor.  
In fact, it is possible to develop a fractionated architecture 
in which support functions are replicated throughout the 
entire cluster, or can even be shared across	clusters.  In 
these scenarios, the response to a failure in a given sup-
port function can be nearly instantaneous.  Note that this 
approach means redundancy can be incorporated into the 
system by using single string modules, as opposed to to-
day’s conventional double or triple redundancy approach 
(which adds mass and complexity).

3. As previously described, fractionation of functionality 
into separate modules isolates what were once physically 
connected subsystems or payloads.  Eliminating mechani-
cal interactions, and limiting electromagnetic ones, re-
duces the number of not only known, but also unknown 
failure scenarios.  It also drastically reduces the upfront 
integration effort required to make systems with very dif-
ferent demands work together.

These arguments can be visualized using typical risk man-
agement tools.  Figure 4 shows a standard risk management 

chart, where the prob-
ability of occurrence of 
a risk event is charted 
against its consequence 
(impact) on the overall 
system.  When we previ-
ously described the “one 
strike and you’re out” 
character of very large 
monolithic systems, 
we were saying that a 
significant number of 

failure scenarios, regardless of the probability of their occur-
rence, have large impacts.  Thus, despite the forecasts of risk 
managers, those potentially catastrophic risks associated with 
large monoliths are clustered on the right, in the predominantly 
high risk (red zone), section of the standard risk chart.  We argue 
that fractionated systems, by the very nature of their distributed 
but networked operation, tend to have risks—likely or unlikely, 
known or unknown—closer to the left side of a risk chart in 
an area where the impact on the entire system is reduced.  The 
ability to reduce the impact of risk events by simply changing 
the architectural paradigm, rather than the number and nature of 
redundant systems, is one of the strongest benefits of fraction-
ation.

Since this qualitative argument for fractionation’s effect on 
risk reduction holds for the effects of on-orbit attack as well as 
component failure, we conclude that a fractionated architecture 
provides inherent space protection as well.  As with an organic 

component failure, a successful attack on one element of a clus-
ter does not necessarily result in complete and catastrophic fail-
ure of the system.  Redistribution of required resources within 
or across clusters, or rapid launch of new replacement modules 
is possible.  The concept of defensive maneuver is also made 
possible by the physically distributed nature of fractionation.  
Cluster size, geometry, and configuration can all be changed in 
order to minimize the probability of direct or indirect (by debris) 
hostile impact.

Opportunity is enabled by the flexibility inherent in a frac-
tionated architecture.  Adapting to new mission requirements, 
evolving to new technologies, and scaling to increased demands 
can all be accomplished with the insertion of smaller new mod-
ules containing the requisite capability into the already orbit-
ing system.  For instance, suppose a new mission processor is 
desired for an orbiting space system.  With the fractionated ap-
proach, a relatively small spacecraft containing a new high per-
formance processor can be rapidly launched, inserted into the 
orbiting network, and thus improve system performance.  Also 
note the significance of being able to scale to ever-greater capa-
bility:  Figure 1, previously discussed, showed the trend of ever 
increasing spacecraft size, driven by demand for ever-greater 
capability.  This trend can-not continue forever: within the next 
one to two decades, if the trend continues, we will reach the lift 
limitations of our domestic large lift vehicles. So, fractionation 
can provide the opportunity to get desired capability to orbit, 
regardless of launch vehicle limitations.

To visualize the opportunity gap between monolithic and 
fractionated architectures, consider figure 5.  This is a risk chart 
adapted for use in iden-
tifying critical system 
opportunities.  As with 
the previous risk chart, 
the probability of occur-
rence of an opportunity 
event is charted against 
its overall consequence.  
The difference from the 
risk chart is that when 
both measures are high, 
we have a favorable 
green zone result identi-
fying an opportunity event that can be captured to yield appre-
ciable results.  Our contention is that the inflexible monolithic 
design methods confine large monoliths to a region on the bot-
tom of this chart where the likelihood of taking advantage of 
an unforeseen future event is remote.  Contrast this to fraction-
ated systems in which the probability that opportunities can be 
exercised is significantly increased: because of the smaller size 
of discrete modules and the capability to utilize existing infra-
structure, the architecture inherently provides greater flexibility 
to scale, evolve, and adapt to unforeseen events.  

Of course, one risk for fractionated architectures still re-
mains—the concept exists only on Power Point charts today.  
However, DARPA is taking on the challenge of proving the 
viability of this new concept by attempting to demonstrate it 

Figure	4.	Risk	Chart	Comparing	
Monolithic	and	Fractionated	Systems.

Figure	5.	Opportunity	Chart	Comparing	
Monolithic	and	Fractionated	Systems.
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on-orbit.  Recently, a new program called System F6 began 
the process of taking technical excuse off the table.  It seeks to 
develop the technologies necessary to create fractionated satel-
lite systems and integrate them into our future national security 
space architecture.

System F6 Program
DARPA’s System F6 program, started in February 2008, will 

attempt to develop and integrate the technologies necessary to 
demonstrate the feasibility of a fractionated spacecraft.19  This 
program is named the Future, Flexible, Fast, Fractionated, Free-
Flying Spacecraft united by Information eXchange—or simply 
System F6.  Its goal is to develop the core technologies that en-
able fractionation as well as a suite of system engineering tools 
necessary to help determine the most cost effective designs.  

As depicted in figure 6, F6 is defined by six enabling con-
cepts, each of which must be adequately addressed if fraction-
ation is to become a reality.    

Robust, self-forming networks: Every device on every 
spacecraft module in the cluster should act as a uniquely 
addressable node on a network.  Ideally, the network au-
tonomously accepts new spacecraft modules, reconfigures 
the network to route around failed nodes, and adapts to 
unanticipated events or the emergence of new capabili-
ties. 
Secure, reliable, and interference-resistant wireless	com-
munication: The F6 program is exploring the adaptation 
of a variety of terrestrial wireless communications stan-
dards, as well as the development of entirely new ones, to 
meet the stringent information assurance requirements of 
national security space systems.
Scalable, adaptable, and fault tolerant distributed	comput-

•

•

•

ing: A distributed computing layer, operating just above 
the network layer, enables the sharing of resources—for 
example, a data processor, a storage device, a communi-
cations link, or a sensor—across the network.  Resources 
can be added to the network and utilized by any distrib-
uted application.  If a processor on board one spacecraft 
module fails, that module will be able to use a processor 
located anywhere else on the network—even on network 
nodes located on other modules, or on the ground. 
Efficient, available, and non-interfering wireless	 power	
transfer: Beaming power between modules may provide 
enhanced capabilities for certain space systems. 
Autonomous, safe, and self-defending cluster	navigation: 
Spacecraft clusters require autonomous cluster manage-
ment, stationkeeping schemes, collision avoidance strate-
gies, and survivability features such as “scattering” be-
haviors in the presence of external threats.
Econometrics,	that is, the use of mathematical tools from 
economics to make rational system engineering trade 
decisions.  We have discussed how fractionated systems 
promise to reduce risk and increase opportunity for space 
systems, but the key question will be: how much should 
one be willing to pay for this?  Using a variety of rela-
tively new analysis tools, we hope to quantify the finan-
cial impact of risk reductions and opportunity increases.  
These tools, once integrated in the systems engineering 
process, will provide decision makers with the appropri-
ate knowledge they need to trade capability, cost, risk, and 
opportunity.  We plan to detail this approach in a subse-
quent High	Frontier article.

It is planned that within four years of the program start, Sys-
tem F6 will be testing fractionation technologies and concepts 
with a demonstration in orbit of a fractionated space system, 
which will replicate important national space security mis-
sions.  

Conclusion
Over the last 50 years our space systems have become in-

credibly capable and are a key to our national economy and de-
fense.  With capability, however, comes risk and limited oppor-
tunity—mainly due to the large size and associated complexity 
of our most costly spacecraft.  Fractionation is an approach in 
which modern technologies are used to decompose large sys-
tems into smaller physical elements.  This process provides 
for a diversification of assets and resources in an effort to re-
duce risk.  It also enables the rapid addition or replacement of 
components, thereby providing great opportunities throughout 
a space system’s life-cycle.  DARPA has initiated a program, 
called System F6, which aims to demonstrate the feasibility of 
this approach.  If successful, our future national space architec-
ture could see dramatic change, as it evolves into a system of 
systems—a highly integrated space network, where computer 
processing, downlink, and other resources are available for use 
in orbit much like an electric outlet or WiFi hotspot are available 
in your home today.

•

•

•

Figure	6.	System	F6	Enabling	Concepts.
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